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The excitation spectra and molecular dynamics of furan associated with its low-lying excited singlet
states 1A2(3s), 1B2(V), 1A1(V8), and 1B1(3p) are investigated using anab initio
quantum-dynamical approach. Theab initio results of our previous work@J. Chem. Phys.119, 737
~2003!# on the potential energy surfaces~PES! of these states indicate that they are vibronically
coupled with each other and subject to conical intersections. This should give rise to complex
nonadiabatic nuclear dynamics. In the present work the dynamical problem is treated using adequate
vibronic coupling models accounting for up to four coupled PES and thirteen vibrational degrees of
freedom. The calculations were performed using the multiconfiguration time-dependent Hartree
method for wave-packet propagation. It is found that in the low-energy region the nuclear dynamics
of furan is governed mainly by vibronic coupling of the1A2(3s) and1B2(V) states, involving also
the 1A1(V8) state. These interactions are responsible for the ultrafast internal conversion from the
1B2(V) state, characterized by a transfer of the electronic population to the1A2(3s) state on a time
scale of;25 fs. The calculated photoabsorption spectrum of furan is in good qualitative agreement
with experimental data. Some assignments of the measured spectrum are proposed. ©2004
American Institute of Physics.@DOI: 10.1063/1.1780160#

I. INTRODUCTION

The rapid progress in the excited-state molecular studies,
stimulated in recent years by the remarkable advances in the
experimental techniques,1 revealed the paramount impor-
tance of nonadiabatic effects for a variety of excited-state
dynamical processes.2–7 The ultrafast internal conversion, ra-
diationless decay, and complex~vibronic! structure of ab-
sorption spectra are common examples of such effects in the
excited molecules.2–4 As is now generally recognized, coni-
cal intersections of the electronic potential energy surfaces
~PES! play central role in these phenomena, which are the
points in the nuclear coordinate space where the adiabatic
PES become degenerate.3,6,7 The information about conical
intersections gained from examination of the excited-state
PES helps to formulate sensible models that can be further
used for the investigation of the excited-state dynamics.

Recently, we have performed a detailed theoretical study
of the low-lying excited singlet states of furan (C4H4O)
~Ref. 8! ~Paper I!. The PES of the lowest two Ryd-
berg @1A2(3s),1B1(3p)#, and two p-p* valence
@1B2(V),1A1(V8)# states were examined in the vicinity of
the equilibrium ground-state molecular configuration using
the equation-of-motion coupled-cluster singles and doubles
~EOM-CCSD! method. According to our results, the PES of
these states form multiple conical intersections with each
other, so that extensive nonadiabatic effects can be expected
in the low-energy photophysics and photochemistry of furan.
Indeed, the lowest absorption band in the vacuum ultraviolet
~VUV ! spectrum of furan~located in the 5.7–6.5 eV region!

has an appearance typical for the situation, where nonadia-
batic effects are important: the spectrum is diffuse and shows
scarce and irregular vibronic structure. It is therefore not
surprising that, despite many experimental9–24 and
theoretical25–34studies, this part of the excitation spectrum is
still rather poorly understood. Our results~Paper I! predict
that within the considered energy range the most important
coupling schemes are1A23b131B2 and 1B23b231A1 .
These interactions are the key to understanding the low-
energy singlet excited-state nuclear dynamics of furan.

In the present work we study the spectroscopy and mo-
lecular dynamics of furan related to the1A2(3s), 1B2(V),
1A1(V8), and1B1(3p) excited states. This study is based on
our earlier paper, Paper I, which provided the potential en-
ergy surfaces and electronic structural data relevant to the
present work. However, neither spectroscopic nor time-
dependent dynamical calculations were performed in Paper I.
In the first place we compute and compare with experiment
the relevant part of the excitation spectrum. This allows us to
assess the quality of our model and to clarify some of the
spectroscopic issues. Starting with the most important vi-
bronic interactions established in Paper I, we investigate the
role of the other vibronic coupling schemes for the spectrum.
We study also the relaxation processes taking place after
photoexcitation to the1B2(V) state.

We make use of the vibronic coupling formalism based
on the concept of vibronic model Hamiltonians for diabatic
electronic states.3 This approach proved to be very useful in
many earlier and recent dynamical studies.2,3,35–39We use the
linear vibronic coupling~LVC! approximation, in which only
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coupling terms linear in nuclear coordinates are retained in
the Hamiltonian. The approach allows to treat simulta-
neously several electronic states and many vibrational de-
grees of freedom—our model Hamiltonian accounts for 4
states and 13 vibrational modes. The model is parametrized
using the results ofab initio calculations, reported in Paper I.
The Heidelberg multiconfiguration time-dependent Hartree
~MCTDH! package for wave-packet propagation40 is em-
ployed to solve the dynamical problems. The MCTDH
method41,42suits very well for the treatment of large vibronic
coupling problems and was successfully used in similar
studies.36–39 One of the advantages of the MCTDH method
is its high efficiency with respect to the number of nuclear
degrees of freedom that can be treated in the calculations.
Examples of the remarkable performance of the MCTDH
method are the dynamical study of pyrazine36 ~24 nuclear
degrees of freedom!, investigation on a system bath model43

~up to 61 degrees of freedom!, and studies on the spin-boson
model44–46~up to 1000 degrees of freedom!. Returning to the
furan problem we note that for the reduced models we also

use a conventional time-independent approach consisting in
Lanczos diagonalization of the Hamiltonian expressed in a
ground-state harmonic oscillator basis.3

II. THEORETICAL FRAMEWORK

A. Model Hamiltonian

To tackle the nonadiabatic nuclear dynamics of furan on
the manifold of its low-lying excited states1A2(3s),
1B2(V), 1B1(3p), and 1A1(V8), we use the approach in
which the vibronic Hamiltonian is formulated in the basis of
diabatic electronic states.47 This considerably simplifies the
formulation and treatment of the vibronic coupling problem
at all stages.3,4 The simplifications in the diabatic basis arise
due to the fact that the nonadiabatic coupling of the elec-
tronic states is introduced here via the potential energy rather
than via the kinetic energy of the nuclei. A Taylor expansion
of the potential energy through linear terms in nuclear coor-
dinates yields the so-called LVC Hamiltonian.3,4 For our
four-state problem the LVC Hamiltonian reads

H5H0111
E~A2!1 (

sPa1

ks
1Qs (

sPb1

ls
12Qs (

sPa2

ls
13Qs (

sPb2

ls
14Qs

(
sPb1

ls
12Qs E~B2!1 (

sPa1

ks
2Qs (

sPb2

ls
23Qs (

sPa2

ls
24Qs

(
sPa2

ls
13Qs (

sPb2

ls
23Qs E~A1!1 (

sPa1

ks
3Qs (

sPb1

ls
34Qs

(
sPb2

ls
14Qs (

sPa2

ls
24Qs (

sPb1

ls
34Qs E~B1!1 (

sPa1

ks
4Qs

2 . ~1!

In this expression1 is the 434 unit matrix;E(A2), E(B2),
E(A1), andE(B1) are the vertical energies of the respective
singlet excited states;ks

i and ls
i j denote parameters of the

LVC Hamiltonian referred to as theintrastateand interstate
coupling constants, respectively. The summations run over
the vibrational normal modes of the specified symmetry.Qs

denote the dimensionless normal coordinates in the elec-
tronic ground state.48–50H0 is the vibrational Hamiltonian of
the electronic ground state,

H05
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]Qs
2

1Qs
221D , ~2!

describing noninteracting harmonic oscillators with frequen-
ciesvs . In the HamiltonianH0 the vibrational ground-state
energy is taken as the origin of the energy scale. The cou-
pling constantsks

i andls
i j , as well as the excitation energies

E( i ) and frequenciesvs , represent parameters of the model
and have to be determined in a suitable way.

B. Parameters of the model

In Tables I and II we list the full set of parameters en-
tering the LVC Hamiltonian of Eq.~1!. All parameters were

determined from the results of ourab initio calculations.8 We
recall that in these calculations the EOM-CCSD method51

and Dunning’s cc-pVDZ basis52 augmented by diffuse func-
tions were employed. The ground-state vibrational frequen-
cies and the corresponding normal vibrational modes were
computed at the level of the second-order Møller-Plesset per-
turbation theory~MP2!. The normal modes are labeled ac-
cording to Melloukiet al.53

The vertical ordering of the states at the ground-state
equilibrium geometry can be seen from Table I. The1A1(V8)
state vertically appears to be the fifth lowest excited state.
However, as found in Paper I, its energy depends strongly on
the nuclear coordinates and for distorted geometries it is of-
ten found below the1A2(3p) state. By contrast, the excita-
tion energy of the latter state does not change much with the

TABLE I. EOM-CCSD energiesE (eV) and oscillator strengthsf of the
vertical transitions to the five lowest singlet excited states of furan.

1A2(3s) 1B2(V) 1B1(3p) 1A2(3p) 1A1(V8)

E 6.01 6.44 6.53 6.69 6.72
f 0.166 0.036 ,0.001
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geometry, so that it is not expected to seriously influence the
lowest part of the excitation spectrum. The1A2(3p) state
was therefore neglected in the present study.

The vibronic coupling constantsks
i and ls

i j were deter-
mined according to the expressions presented in our earlier
work,35,54 which were obtained using relations described in
Ref. 3. The results are shown in Table II. Where possible, we
show for comparison also the results of our previous polar-
ization propagator calculations29 ~the constantsls

i j were not
published in Ref. 29!. As can be seen, the two sets of con-
stants are in good agreement with each other. Somewhat
larger discrepancies are found forks

i of the 1B2(V) and
1A1(V8) states, which is not unexpected, in view of the more
complex valence nature of these states. Another observation
is that the coupling constants for the modelsn1 , n2 , n9 ,
n10, n12, n13, n15, andn16 describing essentially motion of
hydrogen atoms are relatively small. These modes were ne-
glected in all our dynamical calculations reported below.

C. Calculation of the spectra

1. Time-independent approach

Within the present time-independent treatment of the vi-
bronic problem the final stateuCm& is expanded in terms of
the diabatic electronic statesuF i& ~Ref. 3!:

uCm~r ,Q!&5(
i

ux im~Q!&uF i~r ,Q!&, ~3!

where the summation runs over all vibronically coupled elec-
tronic states, andr andQ denote the electronic and nuclear
coordinates, respectively. The expansion coefficientsux im&
~vibrational wavefunctions! are determined from the eigen-
value problem for the matrix LVC HamiltonianH,

Hxm5Emxm , ~4!

whereEm are the excitation energies for the final vibronic
statesuCm&.

Equation~4! can be solved using a variational ansatz in
which the vibrational wave functionsux im& are expanded in a
direct-product basisun1 ,...,nM& of harmonic oscillator
eigenstates ofH0 ,

ux im&5 (
n1 ,...,nM

Cim
n1 ,...,nMun1 ,...,nM&. ~5!

Here the summation comprises all possible combinations of
quantum numbers for the individual modes~M is the total
number of modes!. In practice, of course, one has to restrict
the expansion@Eq. ~5!# by specifying maximal excitation
levels for the normal modesns .

Once the vibrational wave functionsux im& and excitation
energiesEm are known, the spectral function describing the
excitation from the zero vibrational levelux00& of the elec-
tronic ground stateuF0& into the manifold of vibronically
interacting statesuF i& can be evaluated according to Fermi’s
golden rule

TABLE II. EOM-CCSD vibronic coupling constantsk andl ~eV!, MP2 ground-state vibrational frequenciesv ~eV!, and Poisson excitation parametersa for
vibrational normal modes in the lowest excited states of furan. In parentheses are shown results of the ADC~2! calculations.a

Mode v a 1A2(3s) 1B2(V) 1A1(V8) 1B1(3p)
a1 ks

1 ks
2 ks

3 ks
4

n1 0.4132 0.014 20.017~20.024! 0.018~0.007! 0.070~0.068! 20.010~20.018!
n2 0.4099 0.000 20.008~20.010! 0.004~0.003! 0.009~0.008! 0.002~20.001!
n3 0.1885 0.894 20.155~20.146! 20.192~20.185! 20.252~20.219! 20.169~20.157!
n4 0.1773 0.722 0.130~0.112! 0.213~0.177! 0.107~0.095! 0.129~0.109!
n5 0.1443 0.951 20.002~20.001! 20.063~20.045! 20.199~20.201! 20.006~20.003!
n6 0.1384 0.299 0.107~0.107! 0.067~0.079! 20.017~20.066! 0.075~0.076!
n7 0.1265 0.344 0.044~0.038! 0.105~0.082! 0.032~0.054! 0.027~0.023!
n8 0.1085 0.214 20.056~20.057! 20.071~20.062! 0.016~0.025! 20.048~20.047!

a2 ls
13(1A2-1A1) ls

24(1B2-1B1)

n9 0.1045 0.033 0.0 0.027
n10 0.0892 0.139 0.0 0.047
n11 0.0743 1.219 0.116~0.100! 0.061

b1 ls
12(1A2-1B2) ls

34(1A1-1B1)

n12 0.1022 0.0 0.0 0.0
n13 0.0937 0.115 0.045~0.038! 0.0
n14 0.0779 0.808 0.099~0.088! 0.058

b2 ls
14(1A2-1B1) ls

23(1B2-1A1)

n15 0.4123 0.0 0.0 0.0
n16 0.4085 0.0 0.0 0.0
n17 0.1966 0.162 0.112~0.113! 0.106
n18 0.1589 0.081 0.044 0.064
n19 0.1549 0.653 0.122~0.140! 0.177
n20 0.1314 0.181 0.028 0.079
n21 0.1089 0.213 0.052~0.069! 0.071

aIn case ofks
1-ks

4, taken from Ref. 29.
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P~E!5(
i

(
m

f 0i u^x00ux im&u2d~E2Em!, ~6!

where f 0i is the oscillator strength for the electronic state
uF i&. The particularly simple appearance of Eq.~6! is due to
the Franck-Condon approximation which is roughly valid for
the diabatic electronic states employed here.

In the limit of noninteracting states@that is, when alll i j
s

in Eq. ~1! vanish# Eq. ~6! reduces to a superposition of vi-
brational progressions,3,50

P~E!5(
i

f 0i (
n1 ,...,ng

u^0,...,0un1 ,...,ng&u2

3dS E2Ei1(
s

vs~ais2ns! D , ~7!

where only totally symmetric normal modes (s51,2,...,g)
are accounted for. Here each progression represents the spec-
trum of a shifted harmonic oscillator~described by a Poisson
intensity distribution!. The Franck-Condon factors in Eq.~7!
read

u^0,...,0un1 ,...,ng&u25)
sPg

~ais!
ns

ns!
e2ais, ~8!

whereais5 1
2(k i

s/vs)
2 is the so-called Poisson~or vibrational

strength! parameter.
For the evaluation of the spectrum according to Eq.~6! it

is decisive that the overlapŝx00ux im&, determining the in-
tensity of the vibronic lines, can be calculated without fully
solving the eigenvalue problem of Eq.~4!. To this end, a
specific variant of the Lanczos algorithm is employed.3

2. Wave-packet dynamics using the MCTDH method

The MCTDH method represents an efficient approach
for the solution of the time-dependent Schro¨dinger
equation.41,42 In the MCTDH scheme the time-dependent
wave function can be written as follows:

uC~r ,Q,t !&5(
i

ux i
MCTDH~Q,t !&uF i~r ,Q!&, ~9!

where, as in Eq.~3!, the summation is performed over the set
of interacting electronic statesuF i& and the expansion coef-
ficients ux i

MCTDH& are vibrational wave functions. The latter
quantities are, however, now time dependent and subject to
further expansion in terms of the time-dependent basis func-
tions and coefficients,

ux i
MCTDH~Q,t !&5 (

n1 ,...,nP

An1 ,...,np

~ i ! ~ t !)
j 51

P

uwnj

~ i , j !~qj ,t !&.

~10!

The MCTDH wave function is thus a time-dependent super-
position of time-dependent configurations which are
~Hartree-! products of single-particle functionsuwnj

( i , j )&.
These single-particle functions may be one-dimensional or
multidimensional and their argumentsqj denote one or a
collection of several modes of the original coordinates, i.e.

Q5~Q1 ,...,QN!5~qj ,...,qp!. ~11!

This mode combination technique is important to further re-
duce the size of the problem. The optimal number of
MCTDH particles or combined modes lies, in general, be-
tweenP53 andP56.

The MCTDH EOM follow from applying a variational
principle to Eq. ~10!. These EOM form a set of coupled
nonlinear, first-order differential equations.41,42 Although
these EOM are complicated, their use is of advantage be-
cause there are much fewer equations to be solved as in
competing methods. This follows from the fact that the
basis of single-particle functions moves—variationally
optimized—with the wave packet, which leads to a rather
fast convergence in this basis.

The technical solution of the EOM for the single-particle
functions requires that they are represented by a time-
independent primitive basis. For this we choose a discrete
variable representation~DVR! ~Ref. 55! and use product
grids for combined modes.

Within the time-dependent formalism the spectral enve-
lope is evaluated according to

P~E!5(
i

f 0i Pi~E!,

~12!

Pi~E!}E ReE
0

`

eiEtCi~ t !dt, Ci~ t !5^C i~0!uC i~ t !&,

whereC(t) denotes the autocorrelation function. The initial
state C i(0) is the ground-state vibrational wave function
placed on theith diabatic electronic state. The autocorrela-
tion function is evaluated as

Ci~ t !5^C i* ~ t/2!uC i~ t/2!&, ~13!

which is valid for a real initial state and symmetric Hamil-
tonian. This and other technical details are discussed
in Ref. 42.

3. Technical details

In Table III we summarize the details of the present
MCTDH calculations. The single-particle function~SPF! ba-
sis, depending on the final vibronic symmetry, comprises
from 10 to 18 SPFs for each electronic state. The 13 active
vibrational modes were combined into 5 particles, as shown
in the first column. The SPFs were represented in terms of
harmonic oscillator DVR.55 The number of grid points taken
for each normal mode is shown in the second column of
Table III. The initial wave function was taken as the ground
state vibrational wave function. The size of the primitive and
single-particle basis sets was selected so that the resulting
spectrum is converged with respect to the number of terms in
the expansion, i.e., the spectral envelope does not change
within plotting accuracy on adding functions. The effect of
the experimental resolution was added to the calculated spec-
tra by damping the autocorrelation function by a suitable
time-dependent function.42 In the present work we choose an
exponential damping with a characteristic time of 33 fs,
which yields a Lorentzian broadening of the spectra with a
full width at half maximum~FWHM! of ;0.04 eV. The same
FWHM was used for plotting the spectra computed within
the time-independent approach.
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The time-independent Lanczos calculations were carried
out to obtain energies and intensities of the individual vi-
bronic transitions~i.e., so-called ‘‘bar’’ spectra! in cases
where such information represented interest for the analysis.
In these calculations the number of harmonic oscillator basis
states was also carefully chosen, to ensure convergence of
the spectra, while keeping the overall size of the basis pos-
sibly small. The dimension of the largest Hamiltonian matrix
was about 53107. The spectra were computed using 5000
Lanczos iteration steps. The converged spectra were checked
against the results of the MCTDH method.

III. RESULTS AND DISCUSSION

A. The adiabatic potential energy surfaces

The adiabatic PES are obtained as eigenvalues of the
potential energy part of the vibronic Hamiltonian@Eq. ~1!#.
Since the present work deals with the excited-state molecular

dynamics, it is useful to take a closer look at the relevant
PES. First we discuss on the geometrical parameters and
excitation energies of furan predicted by the present model
for several excited-state stationary points@useful formulas
for extracting such information from LVC model can be
found in Refs. 3 and 37~a!#. The results are shown in Tables
IV and V in comparison with the full geometry optimization
calculations~Paper I!. As can be seen, nearly all present geo-
metrical characteristics~Table IV! agree very well with those
of the optimized structures. For the1A8(V) stationary point
the maximum deviations for bond lengths and valence angles
are 0.06 Å and 2°, respectively. For all other structures they
are less than 0.01 Å and 1°. Regarding excitation energies
~Table V! the agreement between the model results andab
initio calculations is also very good. For most excitation en-
ergies the discrepancy is less than 0.03 eV, with few excep-
tions in the case of the1A8(V) structure. The above empha-
sizes the reliability of our LVC model.

TABLE III. Details of the MCTDH calculations. The first column displays vibrational modes combined to-
gether which were treated as a single particle. The second column displays the numbers of DVR grid points for
the individual degrees of freedom. The single-particle functions are propagated on the corresponding product
grid. The last four columns display the number of single-particle functions employed for each electronic state.

Combination scheme
for SPF

Number of primitive
grid points

Number of SPFa

1A2(3s) 1B2(V) 1A1(V8) 1B1(3p)

(n8 ,n7 ,n6) ~7,7,8! 12 12 10 10
(n5 ,n4 ,n3) ~8,10,10! 14 14 12 12
(n21 ,n20 ,n18) ~9,8,6! 12 @14# 12 10 10
(n19 ,n17) ~12,7! 14 @13# 14 @13# 12 @11# 12 @11#
(n11 ,n14) ~14,12! 14 @18# 14 12 12

aIn brackets are given the numbers of SPFs for the case ofB1 vibronic symmetry if different from those for the
case ofB2 vibronic symmetry.

TABLE IV. Comparison of the present LVC model and fully optimizeda ~Opt.! geometrical parameters of furan~bond length in Å and angles in deg! at various
excited-state stationary points.b

Parameter

1A2(3s) 1B2(V) 1A8(V)c 1B1(3p) 1A1(V8)

Model Opt. Model Opt. Model Opt. Model Opt. Model Opt.

Bond lengths
O-C2 1.353 1.352 1.378 1.387 1.316 1.320 1.355 1.354 1.380 1.378

~1.442! ~1.500!
C2-C3 1.417 1.417 1.440 1.443 1.457 1.455 1.418 1.419 1.452 1.460

~1.430! ~1.427!
C3-C38 1.389 1.393 1.373 1.383 1.396 1.404 1.398 1.398 1.457 1.464
C2-H2 1.089 1.091 1.089 1.089 1.090 1.091 1.091 1.091 1.084 1.085

~1.087! ~1.087!
C3-H3 1.089 1.092 1.088 1.089 1.090 1.089 1.091 1.091 1.088 1.088

~1.089! ~1.087!
Angles
C28-O-C2 106.2 106.2 105.8 104.7 106.9 104.8 106.8 106.7 109.8 109.6
O-C2-C3 111.0 111.2 110.4 111.3 111.1 112.8 110.7 110.8 109.1 109.6

~109.0! ~108.8!
C2-C3-C38 105.9 105.7 105.8 106.4 106.8 107.1 105.9 105.8 106.0 105.8

~106.1! ~106.5!
O-C2-H2 116.6 116.4 116.4 116.0 117.7 117.3 117.3 117.1 116.5 116.6

~115.1! ~113.9!
C2-C3-H3 125.3 125.5 124.7 124.8 123.8 124.1 124.4 124.6 126.4 124.6

~126.6! ~125.8!

aEOM-CCSD calculations from Ref. 8.
bNomenclature of stationary points and geometrical parameters from Ref. 8.
cThere are two sets of O-C2 , etc., structural parameters in the case of1A8(V) stationary point because of its lower (Cs) symmetry~see Ref. 8 for more details!.
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The present four-state model reproduces all features of
the PES described in Paper I. The most important of them for
the present work are conical intersections of PES. In Fig. 1
one can see several of such intersections as curve crossings
of the 1A2(3s), 1B2(V), 1A1(V8), and1B1(3p) PES along
the normal coordinate of the totally symmetricn5 mode.
Similar cuts can be made for thea1 modesn3 , n4 , and
n6–n8 . Taking all a1 modes into account, one can estimate
the minimum energy of each conical intersection~Table VI!.3

The lowest of these energies@intersection of the1A2(3s) and
1B2(V) PES# is 6.32 eV.

Let us now consider the effect of the nontotally symmet-
ric modes. There is strong vibronic coupling via theb2

modes between the1B2(V) and 1A1(V8) states~coupling
scheme1B23b231A1) and more moderate one between
1A2(3s) and1B1(3p) states (1A23b231B1). Effect of these
couplings is demonstrated in Fig. 2. In the plot one sees that
whereas the PES of1A2(3s) state only flattens due to the
interaction with the1B1(3p) state, the1B2(V) potential de-
velops a global double-well shape, resulting from the repul-
sion of 1B2(V) and1A1(V8) PES. Interestingly, such behav-
ior of the 1B2(V) potential leads to its intersection with the
1A2(3s) one. The intersection is, however, unusual, since it
involvesb2 modes, which act as additional ‘‘tuning’’ modes.
As a result of such tuning the1B2-1A2 intersection occurs at
much lower energy~;6.18 eV! than if accounting for only
totally symmetric modes~6.32 eV!. Here we note that drop-

ping the1A2(3s)-1B1(3p) coupling leads to a small shift of
the 1B2-1A2 crossing energy, namely, the energy is about
6.08 eV as predicted in Paper I.

The coupling between the1B2(V) and1A2(3s), and the
1A1(V8) and 1B1(3p), states along theb1 (n14) mode has
moderate strength. At the minimum of the1A2(3s) state the
lowest PES is flattened by the interaction, but retains a
single-well shape~Paper I!. The situation is, however, differ-
ent in the vicinity of the conical intersection of theS1(1A2)
and S2(1B2) PES involvingb2 modes. Here, the lower po-
tential develops a local double-well character along the
b1 (n14) mode. This situation is very well seen in the three-
dimensional view of theS1 andS2 PES in Fig. 3.

The present model goes beyond the prototype model
used in Paper I as it includes thea2 mode (n11), which
couples the1A2(3s) and 1A1(V8), and the 1B2(V) and
1B1(3p) states. The1A23a231A1 interaction causes only
certain flattening of the1A2(3s) PES near its minimum.
What, however, is more interesting, is that thea2 mode in
combination with theb2 modes enables anindirect coupling
of the 1A2(3s) and1B2(V) states:1A23@a23b2#31B2 ~an
analysis of this coupling scheme is given in the Appendix!.
The indirect coupling of the1A2(3s) and1B2(V) states leads
to a conical intersection of the corresponding PES in the
space of thea1 , b2 , and a2 modes,56 accompanied by the
development of a local double-well lower surface near the
intersection point. The situation formally resembles the coni-
cal intersection of the1A2(3s) and1B2(V) PES in the space
of the a1 , b2 , andb1 modes~see Fig. 3 substitutingb1 by
a2) resulting from thedirect interaction of these states.

Concluding this section we note that the present four-
state model is more realistic and complete than the prototype
model of Paper I. Being consistent with the latter it also
covers theindirect coupling and accounts for the interactions
with the 1B1(3p) excited state. This results in a better de-
scription of the PES in the vicinity of the Franck-Condon
zone which is known to be very important for reproducing
the experimental spectrum.3

FIG. 1. LVC model potential energy curves for totally symmetric normal
coordinateQ5 . The other normal coordinates are set to zero.

TABLE V. Comparison of the present LVC model and fully optimizeda ~Opt.! excitation energies~eV! of furan
at geometries of various excited-state stationary points of Table IV.

Stationary point

1A2(3s) 1B2(V) 1B1(3p) 1A1(V8)

Model Opt. Model Opt. Model Opt. Model Opt.

1A2(3s) C2n min 5.84 5.84 6.17 6.18 6.38 6.38 6.62 6.62
1B2(V) C2n saddle 5.90 5.93 6.12 6.11 6.43 6.46 6.56 6.56
1A8(V) Cs saddle 5.97 6.09 6.07 6.07 6.68 6.61 6.83 6.82
1B1(3p) C2n min 5.85 5.85 6.18 6.18 6.37 6.37 6.58 6.58
1A1(V8) C2n saddle 6.08 6.11 6.30 6.31 6.57 6.59 6.38 6.36

aEOM-CCSD calculations from Ref. 8.

TABLE VI. Minimum energies of conical intersections~eV! between vari-
ous low-lying excited singlet states of furan.

1B2(V) 1B1(3p) 1A1(V8)

1A2(3s) 6.32 .10 6.47
1B2(V) 6.54 6.38
1B1(3p) 6.42
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B. Excitation spectrum

The excitation spectrum of furan calculated using the
MCTDH method and allab initio parameters for the present
model @Hamiltonian of Eq.~1!# is shown in Fig. 4~b!. The
theoretical spectrum is compared with the VUV absorption
spectrum of Palmeret al.,23 Fig. 4~a!. The full theoretical
spectral envelope is shown by the bold line and the contri-
butions from the individual vibronic symmetries are shown
by the regular lines. Here we note that theA1 vibronic sym-
metry cannot be seen in the plot due to the negligibly small
oscillator strength of theV8(1A1) transition. We also note
that the theoretical and experimental spectra are aligned for
maximal coincidence. In the following we disregard the en-
ergy shifts and discuss only relative excitation energies.

The theoretical spectrum, obtained using onlyab initio
values of the parameters, reproduces qualitatively correctly
the VUV spectrum up to about 6.1 eV. According to the
present results, complicated multistate/multimode vibronic

interactions are responsible for the final appearance of the
spectrum. At higher energy the theoretical spectrum begins
to differ from the experimental profile. Whereas in the region
6.1–6.4 eV the experimental spectrum is relatively smooth,
the corresponding part of the theoretical spectra exhibits pro-
nounced maxima, arising from the contributions of theB1

vibronic progression. Keeping in mind possible errors of our
ab initio calculations, one may speculate that the first peak of
theB1 progression correlates with the sharp maximum in the
experimental spectrum near 6.5 eV. This would imply that
the vertical energy gap between the1B2(V) and the1B1(3p)
states is underestimated in our calculations by 0.25 eV. The
latter is quite possible, since the expected accuracy of the
EOM-CCSD method with respect to the individual excitation
energies is about 0.1–0.2 eV.57 To check this idea, we per-
formed calculations with an adjusted 3p(1B1) vertical exci-
tation energy of 6.78 eV. Also we had to discard the interac-
tion terms between1B1(3p) and 1A1(V8) states, since they
should no longer be valid after the energy adjustment, which
reverses the order of these states. The spectrum of this ad-
justed model@Fig. 4~c!# agrees with experiment distinctly
better, especially in the high-energy region. The structures
A-G and g seen in the experimental spectrum can now be
readily identified in the theoretical profile. Considering the
energy scale it is seen that a better agreement with experi-
ment is possible by shifting up the 3p(1B1) vertical excita-

FIG. 2. Cut through the adiabatic PES along an effective coordinate, chosen
as a combination of theb2 coupling modes. The totally symmetric normal
coordinates are set to values corresponding to the geometry of the1A8(V)
state (Cs structure!.

FIG. 3. Three-dimensional view of theS1(1A2) and S2(1B2) PES with
respect to an effective coordinate, chosen as a combination of theb2 modes,
and the normal coordinateQ14(b1). The other normal coordinates are set to
values corresponding to the geometry of the1A8(V) state@for better visibil-
ity the 1B2(V) PES, and hence conical intersection, is shifted down#.

FIG. 4. The lowest photoabsorption band of furan:~a! experimental VUV
spectrum of Palmeret al. ~Ref. 23!; ~b! ab initio model;~c! adjusted model.
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tion energy by only 0.08 eV and shifting down the other
three excitation energies@for the 1A2(3s), 1B2(V), and
1A1(V8) excited states# by 0.17 eV. This does not affect the
vibronic structure of Fig. 4~c! in any way, but brings the
energy scale into nearly perfect agreement with the experi-
mental one in Fig. 4~a!.

1. Analysis of the excitation spectrum

To shed more light on the structure of the VUV spectra,
and to clarify the role played by the various coupling
schemes, in this subsection we study the spectra of the opti-
cally dominantB2 vibronic symmetry computed using vari-
ous reduced models. These models are derived from the
original ~full ab initio! model by retaining only one (M1
model! or two (M2X models, X5A, B, or C! coupling
schemes that have the most impact on the spectrum. The
spectra are calculated using the time-independent approach
employing the Lanczos algorithm which allows for obtaining
‘‘bar’’ spectra, useful for our analysis.

Before studying vibronic coupling spectra it is worth-
while to consider the spectrum of Poisson intensity distribu-
tion ~PID! ~all vibronic couplings are suppressed! which
yields useful information about excitation of the totally sym-
metric modes upon transition to the1B2(V) state. The spec-
trum @Fig. 5~a!# is characterized by excitations of then3–n8

modes, among which the modesn3 andn4 are most strongly
excited. The first seven lines in the PID spectrum are the
fundamental 0-0 transition followed by lines corresponding
to the excitations of single quanta of then3–n8 modes. The
relative positions of these lines in the vibronic coupling spec-
tra usually persist~though their intensities can change!, so
that they can be used to identify the excitations of the non-
totally symmetric modes.

As was shown in Sec. IV A, there is appreciable cou-
pling between the1B2(V) and 1A2(3s) states via theb1

moden14. This suggests that the mode should be strongly
excited in the spectrum. The latter is confirmed by the spec-
trum of the M1 model ~only the 1A23b131B2 coupling

scheme is taken into account! shown in Fig. 5~b!. As can be
seen, it differs sharply from the PID spectrum by beginning
at much lower energy and exhibiting lines in the energy
range 5.8–6.1 eV, absent in the PID spectrum. These are
excitations of theb1 moden14 associated with the PES of the
lower 1A2(3s) state. In addition, many new vibronic lines
arise in the region corresponding to the1B2(V) progression.
Most of them are seen in the vicinity of thea1 lines belong-
ing to the1B2(V) progression. This effect develops when the
dense ‘‘tail’’ of the b1 progression associated with the lower
1A2(3s) state overlaps with the excitations of thea1 modes
in the upper1B2(V) state, leading to a resonance-like broad-
ening of thea1 levels. The spectrum becomes very complex
above the point of the conical intersection, expected in the
M1 model at 6.32 eV.

The coupling between the1B2(V) and 1A1(V8) states
via the b2 modes has a strong effect on the PES of the
1B2(V) state~see Sec. IV A!. One could thus expect excita-
tions of theb2 modes in the beginning of1B2(V) progres-
sion due to the double-well shape of the1B2(V) PES along
the b2 coordinates.3 Within the isolated1B23b231A1 cou-
pling scheme such excitations were found to be quite weak
and the spectrum resembles the PID one. The situation, how-
ever, changes if the1A23b131B2 vibronic interaction is si-
multaneously taken into account (M2A model!. The spec-
trum of the M2A model @Fig. 5~c!# resembles, to some
extent, the spectrum of theM1 model indicating the leading
role of the1A23b131B2 interaction. The interesting feature
of the M2A spectrum is the group of lines about 6.2 eV,
absent in the spectrum of theM1 model. These vibronic
levels are found to be constructed of a single quantum of the
b1 moden14, several quanta ofb2 modes, and the1A2(3s)
electronic part. The importance of theb2 modes follows
from their tuning role for the intersection of the1A2(3s) and
1B2(V) PES~see Sec. IV A!, which means that the excitation
of the b2 modes facilitates the interaction of the electronic
states along theb1 ~coupling! mode. The mixing of theb2

FIG. 5. Analysis of theB2 vibronic contribution to the
lowest photoabsorption band of furan:~a! Poisson in-
tensity distribution@additionally are shown the1A2(3s)
and1A1(V8) vibrational progressions which do not con-
tribute to the spectral intensity#; ~b! M1 model (1A2

3b131B2 coupling!; ~c! M2A model (1A23b131B2

and 1B23b231A1); ~d! M2B model (1A23a231A1

and1B23b231A1).
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andb1 modes in our case is thus similar to the mixing of the
tuning and coupling modes.3

Finally it is important to understand the spectral role of
the indirect coupling between the1A2(3s) and 1B2(V)
states, mediated by a combination of thea2 and b2 modes
and involving a third excited state, either the1A1(V8) or the
1B1(3p) state. To this end we analyze the spectrum of the
M2B model @Fig. 5~d!# where indirect coupling is included
by taking simultaneously1A23a231A1 and 1B23b231A1

interactions into account. The spectrum of theM2B model
indicates the presence of extensive vibronic coupling effects.
It differs substantially from the spectrum of the PID model
exhibiting many new vibronic lines. These are clearly exci-
tations of the nontotally symmetric modes associated with
the1A2(3s) state. Similar vibronic excitations can be seen in
the spectra of theM2A andM1 models accounting for direct
coupling of the1A2(3s) and 1B2(V) states. However, the
direct coupling of these states via theb1 mode is ‘‘switched
off’’ in the M2B model and therefore the observed vibronic
satellites are excited solely by the indirect coupling mecha-
nism. The excitations haveb1 symmetry and represent vari-
ous combinations of the odd number of quanta of theb2 and
a2 modes. The other scheme ofindirect coupling through the
1B1(3p) state (M2C model, simultaneous1A23b231B1

and1B23a231B1 couplings! was found to give rise to much
weaker excitations of theb2 anda2 modes than in the case of
the M2B model.

2. Assignment of the excitation spectrum

The excitation of furan was the subject of many experi-
mental studies.9–24 Despite the progress in the understanding
of the photoabsorption spectrum, an accurate assignment of
its lowest band@Fig. 4~a!# is still not available. Whereas the
band maximum at 6.04 eV could be firmly assigned to the
valenceV(1B2) transition, the interpretation of the progres-
sion on its low-energy side is rather controversial. In his
review, Robin stated that this progression is either the
3s(1A2) Rydberg or theV8(1A1) valence transition.21 An
attempt to clarify the situation was made by Roebberet al.20

who studied the jet-cooled VUV spectrum under conditions
leading to formation of the molecular clusters and came to
the conclusion that the progression should be assigned to the
V8(1A1) valence transition. From their multiphoton ioniza-
tion spectrum the same authors were able to identify a tran-
sition at 5.91 eV, which they assigned to the1A2(3s) Ryd-
berg state. These assignments were left unchanged in the
subsequent VUV studies of Nyulasziet al.22 and Palmer
et al.23

Although the assignment of the low-energy progression
to the V8(1A1) transition is appealing since it is dipole-
allowed~and hence can be observed in the photoabsorption!,
the most recentab initio calculations8,31,33do not support this
assignment. According to our EOM-CCSD vertical excita-
tion energies in Table I the 3s(1A2) is the lowest transition
of furan. TheV8(1A1) transition is, on the contrary, only the
fifth lowest vertical transition. Also, adiabatically the mini-
mum of the1A1(V8) state is predicted at least 0.5 eV above
the minimum of the lowest1A2(3s) state~Paper I!. In addi-
tion, all calculations predict for theV8(1A1) transition ex-

tremely low oscillator strength, so that its direct influence on
the photoabsorption profile should be nearly negligible. The
same is true for the 3s(1A2) transition, which is strictly op-
tically forbidden. If these predictions are correct, how then
the 3s(1A2) transition can be seen in the VUV spectrum, and
how to explain the valence character of the observed struc-
ture? We believe that our present results answer these ques-
tions.

As it was suggested in Ref. 29, vibronic interaction with
dipole-allowed transitions can make certain levels of the
1A2(3s) progression visible in the VUV spectrum via
intensity-borrowing mechanisms. The present calculations
confirm this suggestion. The low-energy flank of the theoret-
ical spectrum@Fig. 4~c!# shows low-intensity structure, ab-
sent in the PID case@Fig. 5~a!#. As shown above, the nonto-
tally symmetricb1 modes and the combinations ofb2 anda2

modes are excited in the1A2(3s) state due to the vibronic
coupling of this state to the higher-lying1B2(V) and
1A1(V8) states. These excitations comprise the very lowest
portion of the spectrum~energy region 5.8–6.0 eV!, where
the adiabatic picture is still valid. The final vibronic states
1A23b1 and 1A23a23b2 belong to theB2 symmetry and
acquire VUV intensity from the strongly optically allowed
valence transitionV(1B2). This example of the intensity bor-
rowing is remarkable since here the vibronic interaction
mixes states of Rydberg@1A2(3s)# and valence@1B2(V) and
1A1(V8)] character. Such valence-Rydberg mixing is in
agreement with the observation of certain valence character
in the discussed spectral region. For the VUV profile in Fig.
4~a! our findings would imply that the former assignment of
the featuresA-C to the V8(1A1) transition20,22,23should be
revised. The shouldersA andB have to be assigned to exci-
tations of the nontotally symmetric modes in the1A2(3s)
Rydberg state borrowing their intensity from the valence
1B2(V) state. Whereas shoulderA is exclusively due to the
excitation of theb1 modes, shoulderB contains contributions
of the more complex ‘‘b2 plus a2’’ type ~Sec. IV B 1!.

Strong nonadiabatic effects can be expected in the exci-
tation spectrum above the conical intersection of theS1 and
S2 PES. According to our calculations this intersection takes
place at about 6.07–6.18 eV, which corresponds to an energy
of 5.83–5.94 eV in the experimental spectrum. As is well
known,3,4 above this region the nuclear dynamics no longer
proceeds on the individual PES, so that the featuresC-G
cannot be strictly assigned to any single electronic state. The
assignment of the band maximumE and the featuresD andF
to the1B2(V) state20–23 is therefore only partly correct, and
should be understood in such a way that the1B2(V) repre-
sents here the main source of intensity. Though within the
PID approximation the experimental band maximum indeed
corresponds to the maximum of the1B2(V) progression@Fig.
5~a!#, the latter is strongly modified by the interaction with
the lower-lying1A2(3s) and higher-lying1A1(V8) states.

Our results support the assignments of the sharp peakg
at 6.48 eV to the 0-0 line of the 3p(1B1) transition. This
transition was first clearly observed and assigned by Cooper
et al.19 in the resonantly enhanced multiphoton ionization
~REMPI! experiment. The 3p(1B1) transition is seen so well
in the VUV spectrum, since it has the second largest optical
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oscillator strength in the considered energy region after the
valenceV(1B2) transition.

In the present section we have dealt with the VUV spec-
trum of furan, which according to the oscillator strength fac-
tors is mainly determined by the vibronic progressions of the
B2 andB1 symmetry. The vibronic excitations of theA2 and
A1 symmetry were not discussed so far. However, they can
become also important in other type of experiments. As seen
in Fig. 6, where the vibronic progressions of all symmetries
are shown, the progressions reside virtually on top of each
other and span a considerable energy range. The VUV spec-
trum is obtained when the vibronicB2 symmetry dominates.
However, as can be easily verified, a spectral envelope quite
different from the VUV absorption profile arises, if the rela-
tive importance of the vibronic symmetries will be changed.
This can happen when an excitation mechanism different
from the gas-phase photoabsorption~i.e., governed by a dif-
ferent or modified electronic transition operator! is em-
ployed. Into this category fall, for example, electron energy
loss spectroscopy and all experiments carried out under spe-
cific ~e.g., solid or liquid-state! conditions. It should be clear
that all such experiments will manipulate the entire spec-
trum, and not only the individual transitions, as it is often
wrongly assumed in the experimental literature. This is
therefore likely to be another source of the controversial as-
signments in the spectroscopy of furan and related heterocy-
clic molecules.

C. Population dynamics

In this section we discuss the femtosecond internal con-
version ~IC! dynamics of excited furan. In Fig. 7 we show
the time evolution of the excited-state population after tran-
sition to the1B2(V) state, computed using theab initio and
adjusted models. They yield qualitatively similar dynamics,
predicting that the populations of the1A2(3s), 1B2(V), and
1A1(V8) states undergo profound changes in time, whereas
the population of the1B1(3p) state remains relatively con-
stant, that is, resembles a ‘‘heat bath.’’ In the following we
therefore restrict our discussion to the former three states.

The prominent feature of the population plots in Fig. 7 is
the ultrafast decay of the1B2(V) state on the time scale of
about 25 fs. In this time the1B2(V) state loses about 80% of
its population, which is mostly transferred to the1A2(3s)
state. In the first few femtoseconds the decay is accompanied
by an abrupt growth of population of the1A1(V8) state. This
indicates the role of the1A1(V8) state in the intersection of
theS1(1A2) andS2(1B2) PES. The relative population of the
1A1(V8) state rises to about 20%, and after 15 fs goes down.
At 20 fs it reaches 10% and oscillates around this value at
larger times. The population of the1A2(3s) state grows
nearly monotonously and reaches its maximum of about 70%
at 25 fs. The1B2(V) state at this time is populated only to
about 20%. At longer times the population curves exhibit
beats due to recrossing of the wave packet from the1A2(3s)
to the1B2(V) state.

To better understand the above IC process we take a look
at the population dynamics within the auxiliary models
M1 (1A23b131B2 coupling!, M2A (1A23b131B211B2

3b231A1), M2B (1A23a231A111B23b231A1), and
M2C (1A23b231B111B23a231B1) shown in Fig. 8. As
expected, the interaction of the1A2(3s) and 1B2(V) states
plays central role in the IC process. This should be clear
from the population plots of theM1 model@Fig. 8~a!#. This
model accounts for just the above two states, but qualita-
tively yields similar dynamics as in the more accurateab
initio and adjusted models. The IC from the1B2(V) to the
1A2(3s) state proceeds through the conical intersection of
the S1(1A2) and S2(1B2) PES and is accomplished within
about 20 fs~time in which the population of the two states

FIG. 6. Contributions of theA1 , A2 , B1 , andB2 vibronic symmetries to the
low-energy part of the excitation spectrum of furan~results of the adjusted
model!. TheA1 andA2 spectra are plotted with arbitrary electron intensity,
chosen for optimal visibility.

FIG. 7. Time evolution of the excited-state populations:~a! ab initio model,
~b! adjusted model.
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becomes equal!. This ultrafast decay time is determined by
the periods of the dominant totally symmetric modes@in the
1B2(V) state#. These are the modesn3 , n4 , and n7 with
periods in the range of 20–30 fs.

Within the M2A model @Fig. 8~b!# the conical intersec-
tion of the S1(1A2) and S2(1B2) PES involves interaction
with the 1A1(V8) state viab2 modes. Some of the1B2(V)
population is therefore transferred to the1A1(V8) state. The
latter is populated to about 12%, when the1B2(V) and
1A2(3s) states are equally populated at the level of 44%.
This implies 56% population loss for the1B2(V) state, which
is less than in theab initio and adjusted models. This indi-
cates the existence of an additional decay channel in those
models.

Such a channel represents the conical intersection of the
S1 and S2 PES due to theindirect coupling mechanism
~Secs. IV A and IV B 1!. This coupling is realized either with
the 1A1(V8), or with the 1B1(3p) state (M2B and M2C
models, respectively!. The population dynamics of theM2B
model @Fig. 8~c!# qualitatively resembles the case of the di-
rect coupling involving the same electronic states@results of
M2A model in Fig. 8~b!#. The main difference is that the IC
proceeds now somewhat slower. TheM2C model yields a
quite different dynamical picture@Fig. 8~d!# characterized by
a very slow population transfer from the1B2(V) to the
1A2(3s) state. This happens because the indirect coupling
via the 1B1(3p) state is much weaker than via the1A1(V8)
state and does not lead to a low-lying conical intersection.

IV. SUMMARY AND CONCLUSIONS

In the present work we have studied the spectra and
molecular dynamics of furan, related to the manifold of its
low-lying excited states1A2(3s), 1B2(V), 1A1(V8), and
1B1(3p). An adequate quantum-dynamical approach was
employed. The information on the excited-state PES was ob-
tained from theab initio calculations~Paper I!. A realistic

LVC model Hamiltonian describing the excited-state nuclear
dynamics was formulated based on the results of these cal-
culations. The resulting Hamiltonian was used for the calcu-
lation of the excitation spectra and evaluation of the popula-
tion dynamics. The latter task was accomplished by using the
Heidelberg MCTDH package.40

Our work establishes that the low-lying excited singlet
states of furan represent a genuinely complex vibronic cou-
pling system. The four states1A2(3s), 1B2(V), 1A1(V8),
and1B1(3p) have to be treated together to ensure a reliable
description of the nuclear dynamics. Under the LVC approxi-
mation the most important interactions are simultaneous cou-
plings 1B23b231A1 and 1A23b131B2 leading to a low-
lying conical intersection of theS1(1A2) andS2(1B2) PES,
taking place in the space of thea1 , b1 , andb2 vibrational
coordinates. An interesting finding of the present study is
that besides the abovedirect coupling of the1A2(3s) and
1B2(V) states, there is also an importantindirect coupling of
these states via combination of thea2 and b2 modes:1A2

3@a23b2#31B2 . The latter becomes possible within the
LVC scheme due to the1A1(V8) and1B1(3p) states, which
mediate this coupling. The indirect coupling also gives rise
to the conical intersection of theS1(1A2) andS2(1B2) PES,
which now takes place in the space ofa1 , a2 , andb2 coor-
dinates.

The theoretical photoabsorption spectrum of furan com-
puted using purelyab initio parameters in the LVC model
Hamiltonian~ab initio model! is in a good qualitative agree-
ment with the experimental VUV spectrum.23 The agreement
with experiment improves when the vertical excitation en-
ergy of the 3p(1B1) transition is increased by about 0.25 eV
~adjusted model!. The obtained spectrum is still shifted with
respect to the experimental one by about 0.17 eV to higher
energy, which indicates that the present EOM-CCSD vertical
excitation energies for the 3s(1A2), V(1B2), and V8(1A1)
transitions are about 0.17 eV too high and the energy of the
3p(1B1) transition is about 0.08 eV too low.

FIG. 8. Analysis of time evolution of the excited-state
populations:~a! M1 model (1A23b131B2 coupling!;
~b! M2A model (1A23b131B2 and 1B23b231A1);
~c! M2B model (1A23a231A1 and 1B23b231A1);
~d! M2C model (1A23b231B1 and1B23a231B1).
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The complex excited-state vibronic effects make assign-
ments of the photoabsorption spectrum very difficult. Never-
theless, at the qualitative level, our results answer several
important questions. The weak structure on the low-energy
side of the lowest photoabsorption band represents excita-
tions of the b1 and b2 plus a2 vibrational modes in the
1A2(3s) state. Interpretation in terms of the individual PES
here is valid, since this part of the spectrum is still below the
energy of the lowest conical intersection, predicted to occur
at 5.83–5.94 eV in the experimental spectrum. The1A2

3b1 and 1A23b23a2 vibronic transitions get their photo-
absorption intensity from the strongly dipole-allowed
V(1B2) transition. In turn, these levels acquire some valence
character of the1B2(V) state, what might have misled pre-
vious experimental studies to assigning them to the valence
1A1(V8) type. The structure above 5.9 eV cannot be inter-
preted anymore in terms of single PES, as there a strongly
nonadiabatic regime sets in. The total number of spectral
lines exceeds the expectation based on uncoupled surfaces
@PID spectrum of Fig. 5~a!# by ;2 orders of magnitude. The
traditional assignment of the band maximum at about 6.06
eV to theV(1B2) transition should therefore be understood
in such a way that the1B2(V) state plays here the role of the
main source of the spectral intensity. Our results support the
assignments19 of the sharp peak in the experimental spectrum
at 6.48 eV to the 0-0 line of the 3p(1B1) transition.

The present study of the excited-state dynamics supports
the picture proposed in Paper I for internal conversion from
the 1B2(V) state: As soon as the system reaches the1B2(V)
state (C2n saddle point ofS2 PES!, it begins to relax along
the b2 coordinate. This is an in-plane distortion triggered by
interaction of the1B2(V) and 1A1(V8) states~Fig. 2!. Ac-
cordingly, the population of the latter state rapidly increases
to about 20% and remains at this level for about 15 fs before
it drops. The relaxation proceeds along theb2 coordinate
through the conical intersection of theS1 and S2 PES, and
brings the system to the1A8(V) state (Cs saddle point of the
S1 PES!. In this phase the population of the1A2(3s) state
steadily increases, whereas the population of the1B2(V)
state concertedly decreases. Already at 20 fs the1B2(V) and

1A2(3s) states become equally populated, the1B2(V) state
retaining only 40% of its initial population. Since the1A8(V)
structure is itself a saddle point with respect to out-of-plane
deformation~Fig. 3!, the relaxation continues alongb1 and
a2 modes on theS1 surface. Finally, the relaxation brings the
system to the bottom of theS1 PES (C2n minimum!, that is,
to the1A2(3s) sate. The relaxation process is accomplished
within 25 fs, when the populations of the1A2(3s) and
1B2(V) states reach their maximal and minimal levels of
about 70% and 20%, respectively. This femtosecond process
is another example of ultrafast internal conversion dynamics
triggered by conical intersections of potential energy
surfaces.7

In conclusion, we note once again that the~direct and
indirect! vibronic interaction of the1A2(3s) and 1B2(V)
states is by far the most important factor triggering the ul-
trafast internal conversion to the1A2(3s) state and the nona-
diabatic effects in the excitation spectrum of furan at low
energy. Similar effects can be expected in the case of related
heterocyclic molecules.
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APPENDIX: ANALYSIS OF THE INDIRECT COUPLING
MECHANISM

In the present Appendix we demonstrate the mechanism
of the indirect coupling of the1A2(3s) and1B2(V) states via
combination of the a2 and b2 modes (1A23@a23b2#
31B2). Let us consider as an example the Hamiltonian with
the potential energy part:

U5S E~A2!1 (
sPa1

ks
1Qs (

sPb1

ls
12Qs (

sPa2

ls
13Qs

(
sPb1

ls
12Qs E~B2!1 (

sPa1

ks
2Qs (

sPb2

ls
23Qs

(
sPa2

ls
13Qs (

sPb2

ls
23Qs E~A1!1 (

sPa1

ks
3Qs

D . ~A1!

The eigenvalue problem for the 333 matrixU, given by the equationUX¢ 5uX¢ ~whereu andX¢ are, respectively, an eigenvalue

and its eigenvector! can be reduced to the eigenvalue problemŨX̃¢5uX̃¢ for a 232 matrixŨ using partitioning techniques. The

eigenvectorX̃¢ is given by the first two components of the original eigenvectorX¢ for the same eigenvalueu. The new matrix
Ũ is defined as follows:
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Ũ5S E~A2!1 (
sPa1
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1Qs (

sPb1

ls
12Qs

(
sPb1

ls
12Qs E~B2!1 (

sPa1

ks
2Qs

D
1S u2E~A1!2 (

sPa1

ks
3QsD 21S H (

sPa2

ls
13QsJ 2

(
r Pa2

(
sPb2

l r
13ls

23QrQs

(
r Pa2

(
sPb2

l r
13ls

23QrQs H (
sPb2

ls
23QsJ 2 D ~A2!

and depends on the eigenvalueu under consideration. The
first term on the right-hand side of Eq.~A2! is the familiar
direct coupling of the1A2(3s) and 1B2(V) states. The sec-
ond term explicitly depends on the product of normal coor-
dinates of thea2 andb2 symmetry, and can be interpreted as
indirect coupling of the1A2(3s) and 1B2(V) states. It is
interesting to note that as follows from the factor@u
2E(A1)2(sPa1

ks
3Qs#

21, the indirect coupling depends
also on the energy of the third state,1A1(V8), and on the
totally symmetric coordinates.
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